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Abstract :  This paper develops a logistic approximation to the cumulative normal 

distribution. Although the literature contains a vast collection of approximate functions for 

the normal distribution, they are very complicated, not very accurate, or valid for only a 

limited range. This paper proposes an enhanced approximate function. When comparing 

the proposed function to other approximations studied in the literature, it can be observed 

that the proposed logistic approximation has a simpler functional form and that it gives 

higher accuracy, with the maximum error of less than 0.00014 for the entire range. This is, 

to the best of the authors’ knowledge, the lowest level of error reported in the literature. 

The proposed logistic approximate function may be appealing to researchers, practitioners 

and educators given its functional simplicity and mathematical accuracy. 

Keywords:  normal distribution, logistic, approximation, minimax criteria 

 

1 Introduction 

The most important continuous probability distribution used in engineering and 

science is perhaps the normal distribution. The normal distribution reasonably 

describes many phenomena that occur in nature.  In addition, errors in 

measurements are extremely well approximated with the normal distribution. In 

1733, DeMoivre developed the mathematical equation of the normal curve. It 
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provided a basis on which much of the theory of inductive statistics is founded. The 

normal distribution is often referred to as the Gaussian distribution, in honor of 

Karl Friedrich Gauss, who also derived its equation from a study of error in 

repeated measurements of an unknown quantity. The normal distribution finds 

numerous applications as a limiting distribution. Under certain conditions, the 

normal distribution provides a good approximation to binomial and hypergeometric 

distributions. In addition, it appears that the limiting distribution of sample 

averages is normal. This provides a broad base for statistical inference that proves 

very valuable in estimation and hypothesis testing.  

If a random variable X is normally distributed with mean µ and variance σ2, its 

probability density function is defined as 

,   -∞ < x < ∞. 

Equation 1. “PDF of Normal Distribution”. 

From an inspection of the normal distribution by examination of its first and second 

derivatives, the following properties of the distribution are known:  

• The mode, which is the point on the horizontal axis where the curve is a 

maximum, occurs at x = µ. 

• The curve is symmetric about a vertical axis through the mean µ. 

• The curve has its points of inflection at x = µ + s.  

• The curve is convex upward, concave upward, concave downward, convex 

downward, when -∞ < x < µ-σ, µ-σ ≤ x ≤ µ, µ < x < µ+σ, and x ≥ µ+σ, 

respectively. 

• The curve approaches the horizontal axis asymptotically as we proceed in 

either direction away from µ.  

• The total area under the curve and above the horizontal axis is equal to 

one. 

The cumulative normal distribution is well known as 

http://www.jiem.org
http://dx.doi.org/10.3926/jiem.2009.v2n1.p114-127


 

doi:10.3926/jiem.2009.v2n1.p114-127  ©© JIEM, 2009 – 2(1): 114-127 – ISSN: 2013-0953 

 

A logistic approximation to the cumulative normal distribution 116 

S.R. Bowling; M.T. Khasawneh; S. Kaewkuekool; B.R. Cho 

. 

Equation 2. “CDF of Normal Distribution”. 

The difficulty encountered in solving integrals of normal density functions 

necessitated the tabulation of normal curve areas for quick reference. However, it 

would be an enormous task to attempt to set up separate tables for every 

conceivable value of µ and σ. Fortunately, we are able to transform all the 

observations of any random variable X to a new set of observations of a normal 

random variable Z with mean zero and variance one by means of transformation z 

= (x-µ)/σ. The standard normal distribution is then given by   

 

Equation 3. “Standard Normal Distribution”. 

and similarly the cumulative standard normal function is defined as 

 

Equation 4. “Cumulative Standard Normal Distribution”. 

Unfortunately, there is no closed-form solution available for the above integral, and 

the values are usually found from the tables of the cumulative normal distribution. 

From a practical point of view, however, the standard normal distribution table only 

provides the cumulative probabilities associated with certain discrete z-values. 

When the z-value of interest is not available from the table, which frequently 

happens, practitioners often guess its probability by means of a linear interpolation 

using two adjacent z-values, or rely on statistical software. 

In order to rectify this practical inconvenience, a number of approximate functions 

for a cumulative normal distribution have been reported in the research 

community. The literature review indicates, however, that they are mathematically 

complicated, do not have much accuracy, and lack validity when the entire range 
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of z-values is considered. In order to address these shortcomings, this paper 

develops a logistic approximate function for the cumulative normal distribution. 

The mathematical form of the proposed function is much simpler than the majority 

of other approximate functions studied in the literature. In fact, probabilities can be 

even obtained by using a calculator. Further, the accuracy of the proposed function 

is higher than with the other approximate functions.  

The remainder of the paper is organized as follows. In section 2, the existing 

literature on approximations to a cumulative normal distribution is discussed. 

Section 3 first discusses a logistic distribution and notes the similarities and 

differences between the logistic and normal distributions are noted. Section 3 then 

proposes the modified logistic approximate function by numerically identifying 

polynomial regression coefficients in such a way that the absolute maximum 

deviation between the cumulative distribution and the modified logistic function is 

minimized. Section 4 evaluates the accuracy of the proposed approximate function, 

and section 5 discusses and concludes about the results of this paper. 

2 Review of Prior Research 

It is often beneficial to represent the distribution functions of random variables 

using a convenient approximation, facilitating mathematical and statistical analysis. 

In particular, some families of distributions have been constructed to provide 

approximations of a wide variety of distributions, whenever possible. Such families 

are frequently called systems of distributions (see Johnson and Kotz, 1969), and 

the particular requirements for these systems are ease of computation and facility 

of algebraic manipulation, while attaining a reasonable approximation. A major 

criterion in judging an approximate function for a certain distribution is the use of 

as few parameters as possible in defining the distribution.   

From the point of view of replacing the normal distribution by another distribution, 

the following can be observed: First, a lognormal distribution can give a good 

representation which has a small absolute value, say less than 0.25, of the 

coefficient of variation. Second, a particular form of logistic distribution is very 

close to a normal distribution. Finally, a form of the Weibull distribution with the 

shape parameter close to 3.25 is almost identical with the standard normal 

distribution. In addition to the above-mentioned general approximations, a number 
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of researchers attempted to find other approximations, which are summarized in 

Table 1.  

3 Proposed Model 

3.1 A Logistic Distribution Revisited 

The logistic distribution is defined as 

€ 

f (z) =
exp −{z −α}/β[ ]

β 1+ exp − z −α( ) /β{ }[ ]2
, -∞ < x < ∞ 

Equation 5. “Logistic Distribution”. 

with E(z) = α, and Var(z) = . The cumulative logistic distribution 

is:  

€ 

F(z) =
1

1+ exp −{z −α}/β[ ]
 

Equation 6. “Cumulative Logistic Distribution”. 

The logistic distribution has been used extensively to represent growth functions, 

with z representing time. The use of the logistic curve for economic demographic 

purposes has been very popular from the end of nineteenth century onwards. The 

fact that a logistic distribution has a shape similar to that of the normal distribution 

makes it convenient to replace the normal by the logistic in order simplify the 

analysis in engineering and science. However, such substitutions must be done 

with care. Although there is a close similarity in shape between the normal and 

logistic distributions, two distinguishable differences are noted. First, the value of 

the kurtosis for the logistic is 4.2, considerably different from the value 3 for the 

normal distribution. The difference is attributed largely to the relatively longer tails 

of the logistic distribution. Second, the logistic distribution with mean zero and 

variance one specifies α = 1 and β = 0.551329, and is symmetrical about α with 

the inflection points at  whereas the standard 

normal curve has the inflection points at  z = ±1.  
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Table 1. “A summary of approximate functions of the cumulative normal distribution”. 
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3.2 The Effect of γ 

The cumulative logistic distribution with mean zero and variance one is known as 

 where  Simulation results indicate that the parameter 

coefficient  has a significant effect on the kurtosis and the inflection points. In 

order to show the effect of γ, the absolute deviation function, 

 

Equation 7. “Difference between Normal and Logistic”. 

is considered. This absolute deviation function is a function of the absolute 

deviation between the cumulative standard normal distribution and the cumulative 

logistic distribution with mean zero and variance one. Using the generalized 

reduced gradient algorithm (see Hillier and Liberman, 2001), the parameter γ is 

determined by minimizing the maximum deviation between the cumulative normal 

distribution and the logistic function. As can be seen in Figure 1,  the   maximum   

deviation of  0.0095  occurs at z = + 0.57 for γ =1.702. Therefore, the following 

equation gives the best logistic fit for the cumulative normal distribution, 

€ 

F(z) ≈ 1
1+ e −1.702z  

Equation 8. “Best Fit One Parameter Logistic Equation”. 

The functional relationship between γ and the deviation function over –4.5 ≤ z ≤ 4.5 

is shown in Figure 1. Note that the absolute deviation with γ ≈ 1.702 becomes 

relatively small at z ≈ + 1.2 and z = 0. As shown in Figure 2, sensitivity analysis 

indicates that varying the value of γ changes the values at which the deviation 

function intersects the z-axis. Two questions remain unanswered at this point. 

First, how can the effect of γ on the absolute deviations be better captured? 

Second, how can a consistent judgment on the degree of goodness of fit associated 

with γ be made in order to minimize the absolute deviations? 
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Figure 1. “The difference between the logistic function and cumulative normal distribution”. 

 

Figure 2. “The variation of the deviation function for different values of γ”. 
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3.3 A Polynomial Logistic Regression Function 

In order to address the first question, a functional relationship between γ values 

and their corresponding non-origin intersection points on the x-axis, , is 

established, as shown in Figure 3. This is to ensure that the effect of γ on the 

absolute deviations is better captured. In this particular case, a second-order 

regression function turns out to be an appropriate function for . For example, a 

polynomial regression without considering the absolute deviations is obtained as 

 = 0.061z2 + 1.622, as shown in Figure 3. Based on this experimental 

observation,  Notice that the equation does not include the first-

order z term. This is due to the fact that the function is symmetric about the y-

axis. By incorporating the standard normal distribution function, the modified 

absolute deviation function is then given by: 

 

Equation 9. “Modified Absolute Deviation Function”. 

 

Figure 3. “The variation of γ as a function of z”. 
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3.4 Minimax Decision Criterion 

In order to address the second question raised in section 3.2 and to make the 

analysis on a consistent basis, the minimax decision criterion, which minimizes the 

maximum deviation, is employed. The minimax criterion is widely used in decision 

theory. Using the generalized reduced gradient algorithm, the parameters and 

are determined by minimizing the maximum deviation using equation 9. As a 

result, the minimum of the maximum deviation with 0.00014 occurs at z = ± 3.16 

for =0.07056 and = 1.5976. Therefore, the following equation gives the best 

approximation to the standard cumulative normal distribution, while minimizing the 

maximum deviation:  

€ 

F(z) ≈ 1

1+ e− 0.07056*z
3 +1.5976*z( )  

Equation 10. “Best Fit Two Parameter Logistic Function”. 

4 Accuracy of the Proposed Logistic Approximation 

As it is the case for any approximate function, the proposed model should be 

evaluated in order to ensure that it is an appropriate approximation in terms of 

accuracy and range of validity. Table 2 compares the proposed logistic 

approximation with two popular approximations developed by Hamaker (1978) and 

Lin (1988), as well as the cumulative normal distribution. As it can be clearly seen, 

Hamaker’s and Lin’s approximations are valid for only one half of the cumulative 

normal distribution (i.e., the tail probabilities). Figure 4 illustrates the deviation 

between the cumulative standard normal distribution, and the approximate 

functions. The proposed approximation is more accurate when -2.2 < x < +2.2. 

The proposed approximate function is validated by comparing it to the actual 

standard normal distribution table in order to check the accuracy and range of 

validity. As shown in Table 3, the accuracy is quite high. Most of the probabilities 

using the proposed approximation coincide to the probabilities shown in the 

standard normal table. The maximum error is less than 1.4x10-4
. It is also noted 

that the approximate function is relatively simple, compared to others available in 

the literature.  
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Z Standard Normal Hamaker (1978) Lin (1988) Proposed 

-3.00 0.001349 0.001337 0.001339 0.001232 

-2.50 0.006209 0.006201 0.006203 0.006081 

-2.00 0.022750 0.022869 0.022848 0.022761 

-1.50 0.066807 0.067166 0.067044 0.066948 

-1.00 0.158655 0.158855 0.158556 0.15867 

-0.50 0.308537 0.308018 0.307661 0.308398 

0.00 0.500000 0.500000 0.500000 0.500000 

0.50 0.691462 0.691982 0.692338 0.691602 

1.00 0.841344 0.841145 0.841443 0.84133 

1.50 0.933192 0.932834 0.932955 0.933052 

2.00 0.977249 0.977131 0.977151 0.977239 

2.50 0.993790 0.993799 0.993796 0.993919 

3.00 0.998650 0.998663 0.998660 0.998768 

Table 2. “Illustration of the proposed logistic approximation vs. the cumulative normal 

distribution and that of Hamaker (1978) and Lin (1988)”. 

 

Figure 4. “Graphical illustration of the deviation of the proposed logistic approximation, 

Hamaker’s (1978), and Lin’s (1988) to the cumulative standard normal distribution”. 
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Table 3. “Standard Normal Table vs. Proposed Approximation (Approximation Values)”. 
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