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Abstract:

Purpose: In this study, we aim to design a mathematical model for railway freight volume prediction which can provide an accurate direction for railway freight resource allocation. Based on the precise prediction, railway freight enterprises are able to optimize and integrate the limited resources to organize freight transport more efficiently and economically.

Design/methodology/approach: In this study, we design a PSO-GRNN model to predict railway freight volume. In the proposed model, GRNN carries out the nonlinear regression analysis between railway freight volume and its influencing factors which can be described by detailed and measurable indexes and outputs the prediction value. PSO algorithm with time linear decreasing inertia weight and time varying acceleration coefficients is applied to optimize the basic GRNN model by searching the optimal smoothing parameter.

Findings: The simulation result in this study indicates that (1) the PSO-GRNN model is able to predict railway freight volume by using the value of other relevant indexes as its input to fit the variation of railway freight volume; (2) Through optimization for GRNN model based on PSO algorithm, the proposed model performs well prediction accuracy; (3) Compared with RBFNN model and BPNN model, the superiority of the proposed model in prediction accuracy and curve fitting capacity is verified.
**Originality/value:** In the empirical study from China, we establish a railway freight volume prediction index system containing seventeen prediction indexes from five influencing factors. Then we construct the PSO-GRNN model to predict the railway freight volume from 2007 to 2011 by using data from 1990 to 2006 as training samples. In order to verify the feasibility and prediction accuracy of the proposed model, we also use two widely applied neural network models, including RBFNN model and BPNN model, to estimate the railway freight volume prediction during the same period. Compared with RBFNN model and BPNN model, the simulation results indicate that the proposed model has higher prediction accuracy and better curve fitting capacity. Therefore, PSO-GRNN model can be further applied in practical railway freight production.

**Keywords:** railway freight volume, prediction model, neural network, GRNN, smoothing parameter, PSO algorithm
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1. Introduction

Prediction is a kind of estimation about the development mode that how things are going on in the future. As an essential guidance towards social production, prediction has always been a highlight in academic research field. As for railway freight volume prediction, the widely applied methods have been limited to the traditional ones, such as time serial analysis, regression analysis, and gray prediction model and so on. However, with the scale of data becoming larger and requirement for prediction accuracy becoming higher, limitations of these traditional methods appear to be obvious. Therefore, many researchers have paid attention to the prediction model optimization.

With the development of artificial intelligence in recent years, neural networks have already made great contributions to prediction field, due to their high prediction accuracy and calculation efficiency and so on. Some relevant studies are given as follows.

Korres, Anastopoulos, Lois, Alexandridis, Sarimveis and Bafas (2002) focused on applying radial basis function neural network (RBFNN) model to undertake the diesel fuel lubricity prediction. In this study, six fuel properties were regarded as the input variable. The experimental results verified that the RBFNN model could use other fuel properties as input values to approximate the lubricity. Liang and Noore (2004) gave a Bayesian regularization optimized recurrent neural network modelling method for software reliability prediction. Measured by software cumulative failure time, the software reliability was able to be better predicted by the proposed model when compared with the existing neural network models. Wang, Wang, Jia and Li (2005) designed a 4-layer modified BP neural network (BPNN) model
for railway passenger volume time serial prediction. In this study, the basic BPNN model was optimized by adaptive learning rate algorithm and momentum BP algorithm. The relative errors of the testing samples calculated by the modified BPNN model were less than the basic BPNN model. Liu, Ji, Ye and Geng (2006) compared the prediction performance of RBFNN model, BPNN model and gray prediction model in railway freight volume time serial prediction. Using data from 1989 to 2002 as training samples, RBFNN model had the minimum mean relative error of testing samples in 2003 and 2004 when compared with the rest two models. Adeli and Panakkat (2009) analyzed the influencing factors of earthquake magnitudes and presented a probabilistic neural network (PNN) model for predicting the earthquake magnitudes using eight elements as the seismicity indexes. The empirical study indicated that the model had different prediction accuracy for the earthquakes with magnitudes in different ranges. Brahme, Winning and Raabe (2009) presented a 3-layer BPNN model for the prediction of cold rolling textures of steels by inputting the values of sixteen variables, including carbon content, carbide size and so on. The experimental results in this study stressed the importance of the selection of the training data set for the prediction accuracy of the model. Ömer Faruk (2010) designed an ARIMA and BPNN based hybrid model for water quality time serial prediction. Using water temperature, boron and dissolved oxygen as the output variables, the hybrid prediction model could fit the relationship between the output variables and the time. The prediction accuracy of the hybrid model was more satisfactory than the traditional ARIMA model and BPNN model. Chen and Vachtsevanos (2012) modified fuzz neural network (FNN) and constructed an interval Type-2 FNN model for the prediction of bearing health conditions. The prediction results of the proposed model were compared with the widely used adaptive neuro-fuzzy inference system. The comparison indicated that the interval Type-2 FNN model had better prediction accuracy. Okkan (2012) optimized wavelet neural network (WNN) model by Levenberg-Marquardt (L-M) algorithm based feed forward neural network (FFNN) and applied the proposed model to predict monthly reservoir inflow. The results in this study showed that the WNN model was a more appropriate tool to model the monthly inflow series of dam and had better prediction accuracy than FFNN model and multiple linear regressions model. Mostafa (2012) proposed multi-layer perceptron neural network (MPLNN) and generalized regression neural network (GRNN) to undertake KSE closing price movement prediction. The feasibility and accuracy of neural network model in the stock exchange movement prediction were proved superior to the traditional regression analysis and ARIMA. Gnana Sheela and Deepa (2013) constructed a hybrid wind speed prediction model based on MLPNN and self-organizing map neural network (SOMNN). The proposed model possessed higher prediction accuracy and less error than the traditional MPLNN model, BPNN model and RBFNN model, which verified the proposed model can improve both the accuracy of prediction and the convergence rate.
In brief, substantial accomplishments have been achieved in the prediction field. And the application of neural networks in prediction trends to be mature. All these studies above laid a solid foundation for the research in our study.

The rest sections of this study are organized as follows. First we design a GRNN model for railway freight volume prediction in Section 2 and apply PSO algorithm to optimize the basic GRNN model in Section 3. Then an empirical study is given in Section 4 to verify the feasibility of PSO-GRNN model. In Section 4, a railway freight volume prediction index system containing seventeen indexes is established and the proposed model is constructed to predict the railway freight volume from 2007 to 2011. For comparison, BPNN model and RBFNN model are also used in Section 4 to predict the railway freight volume during the same period. Finally, we present the conclusions of this study in Section 5.

2. Construction of GRNN model for railway freight volume prediction

2.1. Generalized regression neural network and its mathematical basis

Generalized Regression Neural Network (GRNN) was first proposed by Specht (1991). It is a kind of artificial neural networks which use a brain synapse-like structure to manage the information (Tsuda, 1992) and is often used for function approximation (Liu, Ji, Ye & Geng, 2006).

GRNN has many advantages, such as fast learning, well nonlinear mopping capacity, flexible network structure, high fault-tolerance and well robustness (López-Martín, Isaza & Chavoya, 2012). These advantages become outstanding when the data is in a large scale. Therefore, GRNN model has been widely applied in many fields, such as classification, structure analysis, bioengineering and so on.

The mathematical basis of GRNN model for railway freight volume prediction is nonlinear regression analysis between railway freight volume and its influencing factors. The regression analysis between the railway freight volume of a year (dependent variable) \( y \) relative to its corresponding index vector of the influencing factors (independent variable) \( X \) can be calculated by equation (1).

\[
\hat{y}(X) = E[y|X] = \int_{-\infty}^{+\infty} [y * f(X,y)]dy / \int_{-\infty}^{+\infty} f(X,y)dy
\]  

(1)

Where \( \hat{y}(X) \) represents the prediction value of \( y \), and \( f(X,y) \) is the joint probability density function between \( X \) and \( y \).
In equation (1), the expression of $f(X,y)$ is unknown. But it can be estimated from the training sample set $(X_i,y_i)_{i=1}^n$ by Parzen estimation (Parzen, 1962), which is as shown in equation (2).

$$
\hat{f}(X,y) = \frac{1}{\sqrt{(2\pi)^m+1n*\sigma^m+1}} * \sum_{i=1}^n \{ \exp(-\text{dist}_i^2/2\sigma^2) * \exp[-(y-y_i)/2\sigma^2] \} 
$$

(2)

Where $\hat{f}(X,y)$ is the estimation of $f(X,y)$, $n$ represents the number of training samples, $m$ represents the dimension of the index vector, $\sigma$ represents the smoothing parameter, and $\text{dist}_i$ is the Euclidean Distance between $X$ and $X_i$, which can be calculated by equation (3).

$$
\text{dist}_i = \|X_i - X\| = \sqrt{\sum_{j=1}^m (x_j - x_{ij})^2}
$$

(3)

Where $X_i = (x_{i1}, x_{i2}, \ldots, x_{im})$ and $X = (x_1, x_2, \ldots, x_m)$, $x_i$ and $x_{ij}$ represent the $i$th dimensional value of $X$ and $X_i$, respectively.

Due to $\int_{-\infty}^{+\infty} (y * e^{-y^2})dy = 0$, equation (1) can be rewritten as equation (4) when equation (2) is substituted into it.

$$
\hat{y}(X) = \sum_{i=1}^n [y_i * \exp(-\text{dist}_i^2/2\sigma^2)] / \sum_{i=1}^n \exp(-\text{dist}_i^2/2\sigma^2)
$$

(4)

2.2. Modeling process of GRNN model for railway freight volume prediction

GRNN is a feed forward neural network composed of 4 layers, including input layer, pattern layer, summation layer and output layer. Each layer contains many neurons by which different layers can connect with each other. The topological structure of GRNN model is as shown in Figure 1.
Based on its topological structure, the modeling process of GRNN model is given as follows.

**Step 1.** Input the index vector of the influencing factors of a year by the input neurons.

**Step 2.** Calculate the output value of each pattern neuron.

Weights from input neurons to pattern neurons are set to 1. So the input index vector will be transferred to each pattern neuron directly. The $i$th pattern neuron $P_i$ corresponds with the $i$th training sample and uses radial basis function as its transfer function to calculate its output value by equation (5).

$$O_{P_i} = f(X, X_i) = \exp(-dist^2_i/2\sigma^2)$$  \hspace{1cm} (5)

**Step 3.** Calculate the output value of the summation neurons.

There are 2 neurons in the summation layer, including simple arithmetic summation neuron $S_a$ and weighted summation neuron $S_w$. Weights from pattern neurons to $S_a$ are set to 1, while weights from pattern neurons to $S_w$ are set to $y_i$ which is the output value of the $i$th training sample. So the output value of the two neurons can be calculated by equation (6) and equation (7), respectively.

$$O_{S_a} = \sum_{i=1}^{n} O_{P_i} = \sum_{i=1}^{n} \exp(-dist^2_i/2\sigma^2)$$  \hspace{1cm} (6)
Step 4. Determine the prediction value of the railway freight volume.

In this step, the output value of $S_w$ will be divided by the output value of $S_a$. The prediction value can be gained by equation (8).

\[
\hat{y} = \frac{O_{Sw}}{O_{Sa}} = \frac{\sum_{i=1}^{n} [y_i * \exp(-dist_i^2/2\sigma^2)]}{\sum_{i=1}^{n} \exp(-dist_i^2/2\sigma^2)}
\]  

(8)

As we can see from the modelling process above, smoothing parameter $\sigma$ is the only parameter ought to be set manually. The prediction accuracy and the generalization capacity of GRNN model are both sensitive to its setting, which can be seen from Figure 2.

Figure 2. Influence of smoothing parameter on GRNN model (data from Section 4)

Generally, two methodologies can be applied to determine the appropriate $\sigma$, including individual experience and intelligent optimization algorithm. Because of the disadvantages of individual experience, we design a heuristic algorithm to optimize GRNN model by searching the optimal smoothing parameter in this study.
3. Optimization for GRNN model based on PSO algorithm

3.1. Particle swarm optimization algorithm

In order to optimize the performance of GRNN model and reduce the prediction error, we apply particle swarm optimization algorithm to search the optimal smoothing parameter to construct the GRNN model.

Particle Swarm Optimization (PSO) algorithm was proposed by Kennedy and Eberhart (1995). It has already been widely used in the optimization fields for its simplified operation and less parameters relying on individual experience (Hou, Lu, Xiong, Cheng & Wu, 2004).

PSO algorithm simulates a simplified social model that is composed of a group of particles. The particle has two parameters, including position and velocity. In the solution process of an optimization problem, these particles will modify their positions according to their own learning experience and their neighbours and finally find their best positions (Hashemi & Meybodi, 2004).

3.2. Design for the PSO algorithm in the optimization

In the optimization for GRNN model based on PSO algorithm, the smoothing parameter is set as the position of the particles and the searching space is one dimensional. The parameters in the $t$th iteration process of PSO algorithm are set as follows. The personal position of the $k$th particle is $p_k(t)$ and its velocity is $v_k(t)$. The best personal position of the particle is $p_{best,k}(t)$ and the global best position of the swarm is $g_{best}(t)$.

In PSO algorithm, Mean Square Error (MSE) between prediction values and actual values of the testing samples reflects the prediction accuracy of the model and can be used to judge the quality of $\sigma$. Therefore, the fitness function can be defined as equation (9).

$$ fit(t) = \frac{1}{Q} \sum_{q=1}^{Q} [y_q - \hat{y}_q(t)]^2 $$

(9)

Where $Q$ represents the size of testing samples. $y_q$ and $\hat{y}_q(t)$ represent the actual value and prediction value of the $q$th testing sample, respectively.

The value of the fitness function will be calculated in every iteration. If PSO algorithm doesn’t reach the termination condition (usually the maximum iteration time), the velocity and position of the particle will be modified by equation (10) and equation (11) in the $(t+1)$th iteration, respectively.
Where $C_1$ and $C_2$ represent the self-cognitive and social-cognitive acceleration coefficient, respectively. $r_1$ and $r_2$ are the random variables in range $[0,1]$, $w$ represents the inertia weight.

In equation (10), $\Delta p_k = p_{best,k} - p_k(t)$ and $\Delta g_k = g_{best}(t) - p_k(t)$. In the basic PSO algorithm, acceleration coefficients and inertia weight are usually constants. But the performance of PSO algorithm is sensitive to the setting of these parameters. The basic setting does not always satisfy the demand of the optimization problems, which requires parameter optimization for the basic PSO algorithm.

Inertia weight is the inheritance of the last velocity. It has a great influence on both global and local searching capacity of PSO algorithm. So in order to make PSO algorithm have a well global and local searching capacity in the initial and final stage of the iteration process, respectively, we use time linear decreasing inertia weight algorithm (Nie, Ji & Qin, 2011) to modify the inertia weight in the iteration process. The expression of the algorithm is equation (12).

$$w_t = w_{max} - \frac{w_{max} - w_{min}}{T} * t$$

Where $w_{max}$ and $w_{min}$ represent the maximum and minimum value of the inertia weight, $T$ represents the maximum iteration.

As for acceleration coefficients, Ratnaweera, Halgamuge and Watson (2004) proposed a time varying acceleration coefficient algorithm. This method can prevent PSO Algorithm from getting into local minimum in the initial stage of iteration process and accelerate its convergence in the best global position in the final stage. In this algorithm, $C_1$ and $C_2$ are modified by (13) and (14), respectively.

$$C_{1t} = (C''_1 - C'_1) * \frac{t}{T} + C'_1$$
\[ C_{2t} = (C_1' - C_2') \cdot \frac{t}{T} + C_2' \] (14)

Where \( C_1' \) (\( C_2' \)) and \( C_1'' \) (\( C_2'' \)) represent the initial and final value of \( C_1 \) (\( C_2 \)), respectively. The setting of these parameters satisfies \( C_1'' < C_1' \) and \( C_2'' > C_2' \).

A better solution of PSO-GRNN model can be gained by combining these two algorithms above.

When completing the \((t+1)\)th iteration, the best personal position of the particle and the global best position of the swarm will be updated according to the value of the fitness function by equation (15) and equation (16), respectively.

\[
\text{pbest}_k(t + 1) = \begin{cases} p_k(t+1) & \text{fit}(t + 1) \leq \text{fit}(t) \\ \text{pbest}_k(t) & \text{fit}(t + 1) > \text{fit}(t) \end{cases}
\] (15)

\[
gbest(t + 1) = \text{bset}\{\text{pbest}_k(t + 1)\}_{k=1}^K
\] (16)

Where \( K \) represents the size of swarm.

Above all, the solution process of PSO-GRNN model is as shown in Figure 3.

---

![Figure 3. Solution process of PSO-GRNN model](image-url)
4. Empirical study: China railway freight volume prediction

4.1. Establishment of the railway freight volume prediction index system

There are various factors that influence railway freight volume. In this study, we mainly take five aspects into consideration, including social economic factors, policy factors, goods source factors, railway freight supplement factors and other transport mode factors. Each influencing factors can be described by detailed and measurable indexes. The railway freight volume prediction index system is established as shown in Table 1.

<table>
<thead>
<tr>
<th>Influence factors</th>
<th>Railway freight volume prediction indexes</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Social economic factors</td>
<td>Gross domestic product ($x_1$)</td>
<td>$10^9$ Yuan</td>
</tr>
<tr>
<td></td>
<td>Gross industrial output value ($x_2$)</td>
<td>$10^9$ Yuan</td>
</tr>
<tr>
<td></td>
<td>Total retail sales of consumer goods ($x_3$)</td>
<td>$10^9$ Yuan</td>
</tr>
<tr>
<td>Policy factors</td>
<td>Fixed assets investment on traffic and transportation ($x_4$)</td>
<td>$10^9$ Ton</td>
</tr>
<tr>
<td>Goods source factors</td>
<td>Total production of coal ($x_5$)</td>
<td>$10^4$ Ton</td>
</tr>
<tr>
<td></td>
<td>Total Production of Crude Oil ($x_6$)</td>
<td>$10^4$ Ton</td>
</tr>
<tr>
<td></td>
<td>Total production of chemical fertilizer ($x_7$)</td>
<td>$10^4$ Ton</td>
</tr>
<tr>
<td></td>
<td>Total production of steel ($x_8$)</td>
<td>$10^4$ Ton</td>
</tr>
<tr>
<td></td>
<td>Total production of grain ($x_9$)</td>
<td>$10^4$ Ton</td>
</tr>
<tr>
<td>Railway freight supplement factors</td>
<td>Length sequence of railways in operation ($x_{10}$)</td>
<td>$10^4$ Km</td>
</tr>
<tr>
<td></td>
<td>Railway locomotive possessive quantity ($x_{11}$)</td>
<td>Set</td>
</tr>
<tr>
<td></td>
<td>Average traction weight of railway locomotives ($x_{12}$)</td>
<td>Ton/Set</td>
</tr>
<tr>
<td></td>
<td>Total radial truck of railway freight wagons ($x_{13}$)</td>
<td>$10^4$ Ton</td>
</tr>
<tr>
<td>Other transport mode factors</td>
<td>Expressway and Class I to IV highway ($x_{14}$)</td>
<td>$10^4$ Km</td>
</tr>
<tr>
<td></td>
<td>Number of trucks ($x_{15}$)</td>
<td>$10^4$ Unit</td>
</tr>
<tr>
<td></td>
<td>Length of standard waterways ($x_{16}$)</td>
<td>$10^4$ Km</td>
</tr>
<tr>
<td></td>
<td>Net weight tonnage of motor vessels ($x_{17}$)</td>
<td>$10^4$ Ton</td>
</tr>
</tbody>
</table>

Table 1. Railway freight volume prediction index system
4.2. Sample data and normalization of the initial data

In this study, data from 1991 to 2006 are selected as training samples and data from 2007 to 2011 are used as testing samples. Table 2 shows a part of the initial data of the samples. The source of the data is from China Statistical Yearbook which is available on website http://www.stats.gov.cn/tjsj/ndsj/.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Freight volume</td>
<td>152893</td>
<td>157627</td>
<td>162794</td>
<td>......</td>
<td>333348</td>
<td>364271</td>
<td>393263</td>
</tr>
<tr>
<td>x_1</td>
<td>21781.5</td>
<td>26923.5</td>
<td>35333.9</td>
<td>......</td>
<td>340902.8</td>
<td>401512.8</td>
<td>472881.5</td>
</tr>
<tr>
<td>x_2</td>
<td>8087.1</td>
<td>10284.5</td>
<td>14187.9</td>
<td>......</td>
<td>135239.9</td>
<td>160722.2</td>
<td>188470.2</td>
</tr>
<tr>
<td>x_3</td>
<td>9415.6</td>
<td>10993.7</td>
<td>14270.4</td>
<td>......</td>
<td>132678.4</td>
<td>156998.4</td>
<td>183918.6</td>
</tr>
<tr>
<td>x_4</td>
<td>340.2</td>
<td>457.6</td>
<td>901.2</td>
<td>......</td>
<td>24974.7</td>
<td>30074.5</td>
<td>28291.7</td>
</tr>
<tr>
<td>x_5</td>
<td>10.87</td>
<td>11.16</td>
<td>11.50</td>
<td>......</td>
<td>29.73</td>
<td>32.35</td>
<td>35.20</td>
</tr>
<tr>
<td>x_6</td>
<td>14099.0</td>
<td>14210.0</td>
<td>14524.0</td>
<td>......</td>
<td>18948.9</td>
<td>20241.4</td>
<td>20287.6</td>
</tr>
<tr>
<td>x_7</td>
<td>25.5</td>
<td>28.10</td>
<td>25.70</td>
<td>......</td>
<td>226.2</td>
<td>223.5</td>
<td>230.0</td>
</tr>
<tr>
<td>x_8</td>
<td>5638.0</td>
<td>6697.0</td>
<td>7716.0</td>
<td>......</td>
<td>69405.4</td>
<td>80276.6</td>
<td>88619.6</td>
</tr>
<tr>
<td>x_9</td>
<td>4359.3</td>
<td>44265.8</td>
<td>45648.8</td>
<td>......</td>
<td>53082.1</td>
<td>54647.7</td>
<td>57120.8</td>
</tr>
<tr>
<td>x_{10}</td>
<td>5.34</td>
<td>5.36</td>
<td>5.38</td>
<td>......</td>
<td>6.55</td>
<td>6.62</td>
<td>6.60</td>
</tr>
<tr>
<td>x_{11}</td>
<td>13906</td>
<td>14083</td>
<td>14397</td>
<td>......</td>
<td>17825</td>
<td>18349</td>
<td>19590</td>
</tr>
<tr>
<td>x_{12}</td>
<td>2444</td>
<td>2483</td>
<td>2519</td>
<td>......</td>
<td>3391</td>
<td>3467</td>
<td>3508</td>
</tr>
<tr>
<td>x_{13}</td>
<td>2104</td>
<td>2312</td>
<td>2238</td>
<td>......</td>
<td>3730</td>
<td>3934</td>
<td>4103</td>
</tr>
<tr>
<td>x_{14}</td>
<td>76.47</td>
<td>78.69</td>
<td>82.21</td>
<td>......</td>
<td>305.63</td>
<td>330.47</td>
<td>345.36</td>
</tr>
<tr>
<td>x_{15}</td>
<td>398.62</td>
<td>441.45</td>
<td>501.00</td>
<td>......</td>
<td>1368.60</td>
<td>1597.55</td>
<td>1787.99</td>
</tr>
<tr>
<td>x_{16}</td>
<td>6.03</td>
<td>6.14</td>
<td>6.34</td>
<td>......</td>
<td>6.15</td>
<td>6.23</td>
<td>6.26</td>
</tr>
<tr>
<td>x_{17}</td>
<td>2941.28</td>
<td>3122.57</td>
<td>3468.20</td>
<td>......</td>
<td>13338.48</td>
<td>16898.57</td>
<td>20260.28</td>
</tr>
</tbody>
</table>

Table 2. Railway freight volume and initial data of railway freight volume prediction indexes

As we can see from Table 2, the initial data of the samples vary from each other in both values and units. So the normalization of the initial data by equation (17) is very necessary, which can not only reduce the prediction error of GRNN but also improve the calculation efficiency and reduce its calculation time (Leeghim, Seo & Bang, 2008).
Where $x_i$ and $x'_i$ represent the data before and after normalization, respectively. $x_{min}=\min\{x_1,\ldots,x_i,\ldots,x_{17}\}$, $x_{max}=\max\{x_1,\ldots,x_i,\ldots,x_{17}\}$. After normalization, all the data will be in range [0,1].

4.3. Railway freight volume prediction simulation

In this study, we use Matlab R2012b to carry out the simulation by Lenovo Laptop with Intel Core i5 3235M 2.60GHz CPU and 4GB RAM. First, PSO-GRNN model is applied to complete the prediction simulation, in which “newgrnn()” is applied by Matlab to construct a GRNN without training error. In the simulation, the parameters of PSO algorithm are set as shown in Table 3.

<table>
<thead>
<tr>
<th>No.</th>
<th>Parameter</th>
<th>Value</th>
<th>No.</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$C_1'$</td>
<td>0.1</td>
<td>7</td>
<td>$W_{min}$</td>
<td>0.05</td>
</tr>
<tr>
<td>2</td>
<td>$C_2''$</td>
<td>0.05</td>
<td>8</td>
<td>$W_{max}$</td>
<td>0.1</td>
</tr>
<tr>
<td>3</td>
<td>$C_1'$</td>
<td>0.05</td>
<td>9</td>
<td>$P_{min}$</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>$C_2''$</td>
<td>0.1</td>
<td>10</td>
<td>$P_{max}$</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>$V_{min}$</td>
<td>-0.001</td>
<td>11</td>
<td>$K$</td>
<td>40</td>
</tr>
<tr>
<td>6</td>
<td>$V_{max}$</td>
<td>0.001</td>
<td>12</td>
<td>$T$</td>
<td>150</td>
</tr>
</tbody>
</table>

Table 3. Parameter setting of PSO algorithm

In the iteration process, variation of the global best position of the swarm and fitness value of normalized testing sample data are as shown in Figure 4 and Figure 5, respectively. As we can see from the two figures below, the global best position of the swarm (the optimal smoothing parameter) is 0.8233, and the minimum MSE of the testing sample data is 0.003771.
4.4. Model comparison and result analysis

In order to verify whether the prediction performance of PSO optimized GRNN model is improved or not, the widely applied RBFNN model and BPNN model are also applied to estimate the railway freight volume prediction during the same period with same training samples and testing samples.

In RBFNN model, spread factor is set to 1 and “newrbe()” is applied by Matlab to construct a RBFNN without training error. In BPNN model, the parameters are set as follows. The number of hidden neurons is 35, and the number of output neurons is 1. The maximum iteration time
is 500, and sigmoid function and L-M algorithm are selected as transfer function and training algorithm, respectively. The termination accuracy of the iteration process is $10^{-7}$, and “newtt(“) is applied by Matlab to construct a BPNN with least MSE. The training performance of BPNN model is as shown in Figure 6.

![Figure 6. Training performance of BPNN model with given parameters](image)

The prediction results of the three prediction models above are given in Table 4. The Mean Relative Error (MRE) of the prediction volumes and MSE of the normalized testing sample data are also presented in the table.

<table>
<thead>
<tr>
<th>Year</th>
<th>Prediction result</th>
<th>RMSE</th>
<th>Relative error (%)</th>
<th>RMSE</th>
<th>Relative error (%)</th>
<th>RMSE</th>
<th>Relative error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2007</td>
<td>318846.5</td>
<td>1.47</td>
<td>314495.6</td>
<td>0.08</td>
<td>314333.5</td>
<td>0.03</td>
<td></td>
</tr>
<tr>
<td>2008</td>
<td>324806.5</td>
<td>1.68</td>
<td>319747.9</td>
<td>3.21</td>
<td>320465.4</td>
<td>2.99</td>
<td></td>
</tr>
<tr>
<td>2009</td>
<td>336638.5</td>
<td>0.99</td>
<td>334684.5</td>
<td>0.40</td>
<td>319379.8</td>
<td>4.19</td>
<td></td>
</tr>
<tr>
<td>2010</td>
<td>367967.8</td>
<td>1.01</td>
<td>355048.4</td>
<td>2.53</td>
<td>390722.5</td>
<td>7.28</td>
<td></td>
</tr>
<tr>
<td>2011</td>
<td>386840.4</td>
<td>1.63</td>
<td>362670.9</td>
<td>7.79</td>
<td>393188.4</td>
<td>0.02</td>
<td></td>
</tr>
<tr>
<td>MRE</td>
<td>1.36</td>
<td></td>
<td>2.80</td>
<td></td>
<td>2.90</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MSE</td>
<td>0.00377</td>
<td></td>
<td>0.03638</td>
<td></td>
<td>0.03179</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4. Railway freight volume prediction results

From Table 4, we can find that PSO-GRNN model has the minimum MRE and MSE compared with RBFNN model and BPNN model. The MRE of PSO-GRNN model is 0.49 of RBFNN model and 0.47 of BPNN model. The MSE of PSO-GRNN model is 0.1 of both RBFNN model and BPNN model. Although RBFNN model and BPNN model can gain very high prediction accuracy in some years, their prediction errors are very large in the other years. The difference between
the maximum and minimum MRE of the three models above is 0.63%, 7.71% and 7.26%, respectively.

The analysis above indicates that PSO-GRNN model has both better prediction accuracy and better curve fitting capacity when compared with RBFNN model and BPNN model, which can be also seen from Figure 7. Therefore, PSO-GRNN model we design in this study is more appropriate for railway freight volume prediction.

Figure 7. Curve fitting for the target volumes of the three prediction models

5. Conclusions

Railway freight volume prediction is a necessary work in railway freight transport organization. In this study, we design a PSO-GRNN model to fit the complicated nonlinear relationship between railway freight volume and its influencing factors from 1991 to 2006, and then estimate the railway freight volume prediction from 2007 to 2011.

Railway freight volume is influenced by various factors. In the prediction, a railway freight volume prediction index system containing seventeen prediction indexes is established as shown in Table 1. Index vector of the influencing factors in the index system is the input of PSO-GRNN model and its output is the prediction value of railway freight volume. In the proposed model, GRNN calculates the prediction value and PSO algorithm is used to optimize GRNN model to improve its prediction accuracy by searching the optimal smoothing parameter.

The proposed model has significant superiority to the widely applied RBFNN model and BPNN model. The following conclusions can be drawn after simulation.
• The PSO-GRNN model we design in this study is able to predict railway freight volume by using the value of other relevant indexes as its input to fit the variation of railway freight volume.

• Through optimization for GRNN model based on PSO algorithm, the proposed model performs well prediction accuracy with its MRE and MSE which is 1.36% and 0.003771, respectively.

• Compared with RBFNN model and BPNN model, the superiority of the proposed model in prediction accuracy and curve fitting capacity is verified. Therefore, the proposed model can be promoted to the practical railway freight transport organization.

Although PSO-GRNN model presents a well prediction performance in this study, it consumes much longer calculation time than RBFNN model and BPNN model. The calculation time mainly relies on two factors, including the parameter setting of PSO algorithm and the scale of sample data. Based on the defect of our study, the future research should focus on the improvement of the calculation efficiency of the proposed model. Two approaches should be attached great importance to in the future research. One approach is to modify parameter setting of PSO algorithm; the other one is to optimize the data processing. The latter can be realized by improving the manually established railway freight volume prediction index system and decreasing the dimension of sample data by rough set theory or other methods.

Besides, the railway freight volume prediction in this study limits to the total volume prediction. In order to make the railway freight volume prediction more meaningful in railway network construction and railway operation and management, we should expend the railway freight total volume prediction to the railway freight volume prediction in the space distribution of railway network in the future research.
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Appendix A. Main source code of PSO-GRNN model for railway freight volume prediction

%%Simulation by Matlab R2012b
clc
clear all
%%Initialization of PSO algorithm
%Calculate the initial fitness value of each particle
for i=1:popsize
    pop(i,:)=abs(rands(1,1));
    v(i,:)=rands(1,1)*0.01;
    spread(i)=pop(i,:);
    net=newgrnn(sampleinput_train,sampleoutput_train,spread(i));
    testout_sim(i,:)=sim(net,sampleinput_test);
    error(i,:)= testout_expect(i,:)- testout_sim(i,:);
    fitness(i)=mse(error(i,:));
end
%Calculate the initial best personal position of the particle and best global position of the swarm
[bestfitness bestparticle]=min(fitness);
gbest=pop(bestparticle,:);
pbest=repmat(pop,1,1);
fitnesspbest=fitness;
fitnessgbest=bestfitness;
%%Search the optimal solution by PSO algorithm
for j=1:maxiter
    %update the personal best position
    %update the velocity of the particle
    for i=1:popsize
        w=wmax-(wmax-wmin)*j/maxiter;
        c1=(c1f-c1i)*j/maxiter+c1i;
        c2=(c2f-c2i)*j/maxiter+c2i;
        v(i,:)= w*v(i,:)+ c1*rand*(pbest(i,:)-pop(i,:))+c2*rand*(gbest-pop(i,:));
        v(i,find(v(i,:)>vmax))=vmax;
        v(i,find(v(i,:)<vmin))=vmin;
        %Update the position of the particle
        pop(i,:)=pop(i,:)+v(i,:);
        pop(i,find(pop(i,:)>popmax))=popmax;
        %Update the fitness value of the particle
        spread(i)=pop(i,:);
        net=newgrnn(sampleinput_train, sampleoutput_train,spread(i));
        testout_sim(i,:)=sim(net, sampleinput_test);
        error(i,:)= testout_expect(i,:)- testout_sim(i,:);
        fitness(i)=mse(error(i,:));
    end
    %Update the best personal position of the particle
    for i=1:popsize
        if fitness(i)<fitnesspbest(i)
            pbest(i,:)=pop(i,:);
            fitnesspbest(i)=fitness(i);
        end
    end
    %Update the global best position of the swarm
    for i=1:popsize
        if fitness(i)<fitnessgbest
            gbest=pop(i,:);
            fitnessgbest=fitness(i);
        end
    end
best_fitness(j) = fitnessgbest;
best_spread(j) = gbest;
end

%% Construct GRNN with best spread
[gbestfitness gbestparticle] = min(best_fitness);
gbestspread = best_spread(gbestparticle);
net = newgrnn(sampleinput_train, sampleinput_train, best_spread);
testout_sim(i,:) = sim(net, sampleinput_test);